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Introduction

• Biology and AI: A great match



Agenda

• How does it work?

• Why Deep learning?

• What is chatGPT?

• AI Hype

• chatGPT limitations



HOW DOES IT 
WORK?



How does it work: Classifying species

Iris versicolor Iris setosa

VS

R. A. Fisher (1936). "The use of multiple measurements in taxonomic problems". Annals of Eugenics. 7 (2): 179–188. doi:10.1111/j.1469-1809.1936.tb02137.x; 
https://en.wikipedia.org/wiki/Iris_flower_data_set

https://en.wikipedia.org/wiki/Annals_of_Eugenics
https://en.wikipedia.org/wiki/Doi_(identifier)
https://doi.org/10.1111%2Fj.1469-1809.1936.tb02137.x


Supervised Learning
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WHY DEEP 
LEARNING?



Chihuahua-detector

Image generated by DALL-E 2
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• Feature engineering



Chihuahua vs. muffin

https://www.kaggle.com/datasets/samuelcortinhas/muffin-vs-chihuahua-image-classification



Deep Learning

J. Wang et al. / Journal of Manufacturing Systems 48 (2018) 144-156



AI, Machine Learning… Deep Learning…???

Deep learning

Machine learning

AI



WHAT IS 
ChatGPT?



ChatGPT: Taking AI chatbots to the next level 

https://www.zdnet.com/article/human-or-bot-new-turing-test-ai-game-challenges-you-to-take-your-best-guess/

Human or not? Writing jokes

Coding

Generally very useful, but not here:

… information is out of date.



GPT: Generative Pre-trained Transformer

Training sentence: “All the very best”

LLMs: 
Large Language Models

Generative ModelsDiscriminative Models

??
https://towardsdatascience.com/understanding-masked-language-models-mlm-and-
causal-language-models-clm-in-nlp-194c15f56a5; https://en.wikipedia.org/wiki/Giant_panda; 
https://en.wikipedia.org/wiki/Polar_bear

https://towardsdatascience.com/understanding-masked-language-models-mlm-and-causal-language-models-clm-in-nlp-194c15f56a5
https://towardsdatascience.com/understanding-masked-language-models-mlm-and-causal-language-models-clm-in-nlp-194c15f56a5
https://en.wikipedia.org/wiki/Giant_panda


GPT: Generative Pre-trained Transformer

Information Retrieval System

GPT

Q: Can you explain…

A: Yes, certainly… 

Flexible input

Stochastic output
(Trained)

Information is ‘stored’
in a non-classical sense



What drives the progress?

Scale

Internet

Hardware

CPU + GPU



AI HYPE



AI Hype



Vocabulary in AI

Neural Network

Hallucination

Memorization

Image generated by DALL-E 2



ChatGPT 
LIMITATIONS



chatGPT limitations

World Internet

projection

?

The internet is a projection of the world

• The world is complex



chatGPT limitations

‘Memorization’ + Language  ≈ Knowledge ?

The girl reached for ___ from the fruit bowl.

‘an apple’ ‘a banana’ 

• Language vs. knowledge



chatGPT limitations

The Internet

WOW! Well… What??

True novelties (e.g. Innovations) are here

• Interpolation vs. extrapolation



chatGPT limitations

Turn of the light, when you leave the room

• Context matters



chatGPT limitations

• Context matters: what is a pen?

https://en.wikipedia.org/wiki/Pen

NOT an intrinsic property of the object itself – depends on 
external factors



• Benchmarking is difficult

chatGPT limitations

https://www.forbes.com/sites/johnkoetsier/2023/03/14/gpt-4-beats-90-of-lawyers-trying-to-pass-the-bar/?sh=3966744e3027

Solution 
Manual

Q       W

W
Q?

Intelligent (?)

Benchmarking on training set + Techno-optimistic confirmation bias

Our questions are ordinary – have been asked before



Conclusion

• Future applications: Benchmark!

• AI / Machine learning has great 
potential

• Knowing limitations is important

• chatGPT is a tool
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